Suprasegmentals

Suprasegmental features of speech are associated with stretches that are larger than the segment (whether vowel or consonant), in particular pitch, stress, and duration (Lehiste 1970). Respectively, these terms refer to the sensation of higher and lower tone, to the prominence patterns of words, and to durational differences between segments, whether between different segments or between pronunciations of the same segment in different contexts. In general, speech can be analyzed from two points of view: the phonetic reality, most readily accessible as the acoustic speech wave form, but equally present in the articulatory behavior of the speaker and the perceptual analysis of the auditory signal by the listener, and the discrete mental representation which serves as the set of instructions from which the phonetic signal is built by the speaker.

One way of structuring a discussion of this topic is to take these three suprasegmental features as a point of departure, consider their somewhat varied manifestations at the different stages of the speech chain, that is, their articulation, acoustics, and perception, and tabulate the ways in which they function in languages. This approach would reveal that the terms pitch, stress, and duration do not refer to concepts at a single stage in the speech chain. Stress is largely a phonological notion (cf. section on the foot). Pitch is a perceptual concept, the articulatory correlate of pitch being rate of vocal cord vibration, and the acoustic correlate, in the usual case, being periodicity in the speech signal, the repetition of nearly the same pattern of vibration. Another approach takes the phonological representation as the starting point, and refer to the phonetic features that are involved in their realization, which is what will be done here.

Recently, the phonological object of study that corresponds to the traditional suprasegmental features has come to be known as prosody. Prosonic structure has two components. First, there is a hierarchical compartmentalization of the segment string into phonological constituents, like the syllable and the intonational phrase, called the prosodic hierarchy (Selkirk 1978, Nespor and Vogel 1986, Hayes 1989). Second, overlaid on the string of segments, there is a tonal structure, which is synchronized in specific ways with the segmental and prosodic structure (Pierrehumbert and Beckman 1988, Ladd 1996). All languages have both of these structural components.

1. The Prosodic Hierarchy

The phonological structure of an English sentence like Too many cooks spoil the broth does not just consist of a linear segment string [tu: meni koks spɔið də brɔð]. The segments are grouped in a hierarchical set of constituents, where constituents at each rank include those of the rank below. There are seven syllables and five feet (Too, many, cooks, spoil, and broth), each of which is also a phonological word; next, there are three phonological phrases (Too many cooks, spoil, and the broth), two intonational phrases (Too many cooks and spoil the broth), and one utterance (Too many cooks spoil the broth).

The foot captures the notion stress. It is a constituent which in the unmarked case consists of a stressed (or strong: S) and an unstressed (or weak: W) syllable, with languages choosing between trochees (S–W) and iambs (W–S). Often, there are restrictions on segmental contrasts in weak syllables, as in Russian, which has five vowels in stressed syllables but only three in unstressed syllables, and in English, which, depending on the variety, has between 13 and 17 monophthongs and diphthongs in stressed syllables, but only three in unstressed syllables (cf. the final syllables in villa, foil, and fellow: Bolinger 1986, p. 347ff.). Commonly, feet are disyllabic. English, a trochaic language, also has marked feet: a monosyllabic foot occurs in cooks and manifest, where -fest occurs after the disyllabic foot mani-; a trisyllabic foot occurs in cavity and university, where the foot -ersity occurs after the disyllabic foot un-. One of the feet of a word is selected to bear primary stress or main stress [‘], the others having secondary stress [‘]. In English, the primary stress is on the rightmost branching foot, as shown by ‘mani, fest, unwersity, and Apa,lachi,cola, but there are many exceptions, like ‘sala,mander, persotmel. Other languages will make other choices. For instance, Bengali, Czech, Finnish, Icelandic, and Pintupi (Australia) always have the primary stress on the first trochee, that is, all words have initial stress, and secondary stresses may be found on alternate syllables, as in Pintupi [‘juma,ginjara,marat’uraka] ‘because of mother-in-law.’ Foot structure assignment may take place left-to-right, as in Pintupi, where odd-syllabled polysyllabic words end in trisyllabic feet, or right-to-left, and instead of a trochee, the foot may be an iamb. In
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quantitative sensitive languages, long vowels, or long vowels and closed syllables, do not tolerate being in a weak position, and will thus interrupt any regular count through the word. Hawaiian is a quantity-sensitive trochaic language which assigns feet right-to-left, so that [ko'holal] 'reef' has penultimate stress, but [kohola] 'whale' has final stress. When a language has extrametricality, the regularities obtain minus an edge most (usually final) syllable. Finally, within limits imposed by the typology of the language, some words may have exceptional stress, in which case the foot structure is marked in the underlying representation. English is a quantity-sensitive, trochaic, right-to-left language with extrametricality and exceptions (cf. Hayes 1985).

Stressed positions in phonological representations not only attract more phonological contrasts, as the English and Russian vowel systems show, but also lead to less casual articulation than unstressed positions. The intensity at the higher end of the frequency spectrum tends to fall off less steeply (even spectral balance), spectral targets of vowels are approached more closely (less vowel reduction), and their duration is longer; overall intensity measures like RMS intensity appear to be unreliable indicators of stress (e.g., Beckman 1986, Sluijter 1995). Stressed syllables also have different pitch characteristics from unstressed syllables. These are caused by the fact that stressed syllables attract intonational pitch accents, tones, or tone complexes, which (together with boundary tones, see below) make up the tonal structure of the language. The presence of a pitch accent on a stressed syllable makes that syllable accented, as indicated by capitalization. When said in isolation, an English word like theory is pronounced THEORY, while there may also be a pitch accent on a secondary stress before the primary stress, so that Japanese will be Japanese or JAPANESE. English has a number of different pitch accents, like H*, L*, L*/H, etc., where the starred tone is time-aligned with the stressed syllable. While in isolation, the pronunciation will be theory, in set theory the syllable the- is unaccented, because in compounds only the first constituent is accented. Other reasons for deaccentuation are stress shift and lack of focus (see below).

A frequently applied diagnostic for the phonological word is syllabification, more specifically the extent to which consonants syllabify as onsets with vowels to their right. The phonological word may be smaller or larger than the morphological word. In many languages, it is smaller in compounds, where each constituent is a separate syllabification domain (e.g., English cat's eye syllabifies as [kat's.ai] not as *[kat Swiss]. It is larger in cases of cliticization (e.g., English What is he ['wəst.əl] saying?). The phonological phrase may determine the distribution of accents, favoring first and last accents. Although Too many! will have two accents, Too many cooks is likely to lose the pitch accent on many.

The term stress shift is applied to cases where such rhythmic deaccentuation leads to the sole presence of a pitch accent on a foot with secondary stress, as in JAPANESE, but JAPANESE FURNITURE (Gussenhoven 1991). The intonational phrase typically comes with boundary tones at its edges. For instance, the intonational phrase Too many cooks might end with an H-tone, pronounced after the pitch accent on cooks. Boundaries of this type are often felt to correspond with a comma in writing. The utterance, finally, roughly corresponds with the intuitive notion of spoken sentence. Instead of, or in addition to, the intonational phrase, the phonological phrase and the utterance may also be provided with boundary tones.

In (1), a full prosodic representation is given, together with frequently used symbols; the subscript I in the tonal structure indicates a boundary tone.

```
<table>
<thead>
<tr>
<th>PW</th>
<th>PW</th>
<th>PW</th>
<th>PW</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
</tr>
</tbody>
</table>
```

The choice of tones is one of many possible combinations, each of which will produce a different intonation contour. At the higher ranks, some optionality also exists in the phrasing, depending on style, constituent length, and sometimes language variety. Thus, spoil the broth may form a single phonological phrase, as shown by varieties like American English which allow stress shift in verb-object combinations, like maintain order (cf. order to maintain). The sentence can also be pronounced as a single intonational phrase.

The constituents in the prosodic hierarchy often define the context of segmental restrictions. For instance, syllable-final obstruents are voiceless in Turkish; voicing of Dutch [s] occurs between a sonorant segment and a vowel if [s] occurs at the end of a prosodic word; in Kimatuumbi, all vowels are shortened except any long vowel that ends up in the last word in the phonological phrase. Higher rank prosodic constituents in particular tend to undergo (phonetic) preboundary lengthening, which is usually confined to the final syllable.

There is no consensus on how many prosodic constituents there are, in part due to apparent differences between languages. For instance, Japanese has an accentual phrase, which seems to lie halfway
between PW and Ø. A clitic group has been claimed for Italian and English, for instance, providing a level between PW and Ø. A constituent below the syllable is the mora, which captures quantity contrasts. A syllable with a short vowel has one mora, one with a long vowel or diphthong two. A geminate consonant adds one mora, a single consonant none. Disyllabic words in Finnish, which has quantity contrasts in vowels and consonants in stressed syllables, may have two moras (CV.CV), three (CVVC.CV or CVCC.CV), or four (CVV.CV). Exhaustive parsing refers to the ideal situation in which each constituent includes all and only the segments included in the constituents of the rank below. For instance, the inclusion of [m] in the syllable [ma] implies that it is also included in the foot [men] and the phonological word [men] (which makes the structure distinct from that of Tomb any). A violation occurs in (1) for the syllable the, which lacks the normal properties of F and PW, and is directly included in the Ø.

2. Tonal Structure

The tonal structure can be thought of as a string of tones arranged in parallel to the segmental structure provided by the string of consonant and vowels, that is, as an autosegmental representational tier (Goldsmith 1976). It varies greatly across languages. There are two ways in which a typology can be set up, a morphosyntactic one (‘How do tones signal what words, phrases, or clause types are used?’) and a phonological one (‘Where are tones located and how many contrasting tones are there?’). A frequently applied morphosyntactic criterion is whether the tone(s) enter into the specification of (also segmentally specified) words or morphemes. If they do, the language is a tone language, examples of which can readily be found in Asia (Sino-Tibetan languages, Japanese), Africa (Bantu languages, Khoi-San languages, Nilo-Saharan languages), and many languages in the Americas. Examples of tonal distinctions ([]? = low, [?] = high, [?] = mid) of this kind are Japanese [h?i] ‘chopsticks,’ [h?i?] ‘bridge,’ [h?i?] ‘end,’ Mandarin (Sino-Tibetan) [m:] ‘mother,’ [m:] ‘hemp,’ [m:] ‘horse,’ [m:] ‘vituperate,’ Mamvu [m?ak?] ‘type of seasoning’ vs. [m?ak?] ‘cat.’

Frequently, tone is involved in the morphology in particular in languages spoken in Africa, as shown by Makonde [n?i? t?lek? ‘I cooked’ vs. [n?i? t?le?k? ‘I will cook’ and Mamvu [af?] ‘man,’ [af?] ‘men’ (all examples from Kaji 1999). About half of the languages in the world fall in this class (Maddieson 1978). If they do not use tone to determine the identity of morphemes, they are not tone languages; sometimes non-tone languages are referred to as intonation languages, but this term incorrectly suggests that tone languages do not use tone intonationally.

In nontone languages, tones are used to indicate discourse meanings, like ‘interrogativity,’ ‘finality,’ ‘continuation,’ etc. This is illustrated by English There’s no cutlery: when cutlery is spoken with a low-to-high rise, the sentence is meant as a question; with falling-rising pitch it could either be a reminder or again a question, while a high-to-low fall signals a statement of fact. Many tone languages use tone in this intonational way, like Japanese, which distinguishes a L-tone in statements from a H-tone in questions utterance-finall:y. By contrast, some languages, like the Western Aleut dialect of Unangan, would appear to restrict their tonal structure to the insertion of specific initial and a final boundary tones at the beginning and end of every intonational phrase, and perhaps one more at the end of the utterance. Here, the only function of tone is to mark the phrasing. There are thus widely varying functional claims made by the phonologies of different languages on pitch variation. Not all acoustic variation, however, is due to differences in phonological representation. Speakers of all languages will also use pitch variation to signal universal meanings. Variations in overall pitch range, for example, may signal such general meanings as surprise, interest, emphasis, etc., many of which have an ethological origin (Ohala 1994).

A phonological typology of tone might be based on tonal density: how many locations are specified for tone, that is, have tonal associations? In other words, languages differ in the selection of the tone bearing unit: in the ‘densest’ case they specify every mora for tone, and in the sparsest case they just mark the phrasing. When more than one tone is associated with a syllable, like HL or LH, the combination is known as a contour tone, while a single tone is a level tone.

After edges of prosodic constituents, stressed syllables rank as a popular location for tone. In (1), all tones are intonational. The Venlo Dutch sentence (2a) also has intonational boundary tones and an intonational pitch accent (H*), but the second H-tone on the word for ‘play’ is a lexical tone, whose presence makes this word distinct from (the segmentally identical) word for ‘rinse,’ given in (2b). The difference comes out in that the syllable [spel] has high pitch in (2a) but falling pitch in (2b), where the boundary tone spreads to the second mora of the stressed syllable. Thus, although (2a) and (2b) differ in pitch, they have the same intonation.

\[
\begin{array}{c}
\begin{array}{c}
\text{a} \quad \text{b}
\end{array}

\begin{array}{c}
\text{[ yeisa spelə ]} \quad \text{[ yeisa spelə ]}
\end{array}

\begin{array}{c}
L_{s} \quad H^{*} \quad L_{s}
\end{array}

\begin{array}{c}
\text{‘Are you going to play?’} \quad \text{‘Are you going to rinse?’}
\end{array}
\end{array}
\]

Languages that, like the Dutch dialect of Venlo, restrict the lexical tonal contrasts to one per word are
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called pitch accent languages. (Observe the different meaning of 'pitch accent' from that given earlier.) Most of these use the syllable with word stress for this location (metrical pitch accent languages), but the location may also be arbitrary, as is in Japanese (lexical pitch accent languages), where the HL-tone complex is located on one of the syllables of accented words. (Unaccented words are unaccented because they—again arbitrarily—do not have this tone complex on any of their syllables.) In Japanese, the accented syllable has none of the phonetic characteristics of stressed syllables (Beckman 1986). Metrical pitch accent languages can also be found in Europe (Norwegian, Swedish, Central Franconian dialect of German, Limburgian dialect of Dutch, Serbocroatian dialects, Basque dialects, Lithuanian; cf. van der Hulst 1999).

The number of tonally specified locations is usually greater than the number of tones. For instances, moras may be specified by a spreading tone: when a tone spreads (left or right), it specifies more than one tone bearing unit. Also, suffixes may have a tone with the opposite value from the tone of the stem (polar rule), etc. Moras, syllables, or words that are unspecified for tone are pronounced with a pitch that results from an interpolation between the two pitches specified at the nearest locations to the right and to the left. If a language just has an initial L-tone and a final H-tone in the intonational phrase, for instance, the pitch in the phrase may begin low, and rise towards the end. In fact, the pitches indicated in the unaccented Japanese word for ‘end’ are due to the interpolation between an initial LH tone complex of the accentual phrase and a final L-tone of the utterance, and both pitches are thus due to intonational tones, the mid pitch on the second syllable being a curtailed interpolation between H and L.

A second typological question concerns the number of contrasting tones. While most languages, and most probably all nontonal languages, contrast H with L, some languages have three or even four contrasting level tones.

Both the prosodic hierarchy and the autosegmental tonal structure are nonlinear forms of representations, differing radically from the linear segment string given at the beginning of Sect. 1.

### 3. The Expression of Focus

Languages frequently exploit prosodic structure for the expression of focus, the marking of information status in sentences. Languages appear to vary in the kind of information status which is marked (counter-presupposition, counter-assertiveness, topichood), but a common operationalization of focus is the answer to a question. Thus, if *Sue doesn’t like cheese* is an answer to *Who doesn’t like cheese?*, the focus is *Sue*, since it expresses the information the question seeks to elicit, while the rest of the sentence is outside the focus. However, if it is an answer to *Why are you changing the menu?*, the whole sentence is focus. The latter type is called broad focus, sentences with unfocused constituents having narrow focus (Ladd 1996). Prosodic encoding of focus distribution may take several forms. One is phrasing, in which case the beginning or end of a medium-rank prosodic constituent coincides with, respectively, the beginning or end of the focus constituent (e.g. Japanese, Bengali). Some languages use different types of intonational pitch accent for focused and non-focused parts of sentences (e.g., Italian), while others deaccent non-focused parts (Germanic), or de-accent and use different pitch accents for broad and narrow focus (Bengali) (Hayes and Lahiri 1991).

Lastly, accentuation may signal other meanings than focus. If sentence (1) were to lose its accent on *spoil*, it would lose its implicit conditional status (*If there are too many cooks ...*) and imply that the number of cooks that actually end up spoiling the broth is too large.

See also: Linguistics: Overview; Phonology; Speech Perception; Speech Production, Psychology of; Speech Recognition and Production by Machines
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C. Gussenhoven

Supreme Courts

Supreme courts are courts of final appeal within national judicial systems. There is a degree of ambiguity about which institutions properly may be called both a ‘court’ and ‘supreme.’ Civil law countries have, effectively, three (or more) separate court systems covering different areas of the law, with separate institutions at the head of each, of which only the supreme civil court is called a ‘court.’ Federal systems commonly have, along with a national supreme court, separate supreme courts for their states or provinces. The development of supranational courts (e.g., the European Court of Justice), further complicates the matter, as these have become the courts of final appeal on some matters. Among these many institutions that arguably function, in one way or another, as ‘supreme courts,’ this article focuses on national, not supranational or sub-national, courts, and on courts whose cases arrive principally by way of appeal from lower courts.

Over the latter part of the twentieth century scholarly interest in these courts has grown significantly due to several developments. The growing capacity of rights-advocacy and other organizations to pursue sustained litigation, growing complaints about bureaucratic abuses, and a weakening of centralized governmental power have encouraged many supreme courts, in a wide array of countries, to intervene increasingly frequently and actively in the policy process (Epp 1998, Tate and Vallinder 1995). At the same time, many observers have contended that strong and independent supreme courts play a key role in fostering the conditions for constitutional democracy, the rule of law, and the protection of individual and minority rights (Henkin and Rosenthal 1990, Stotzky 1993), as well as property rights and economic development. These are heavy burdens to bear, and the capacity of supreme courts for achieving a wide range of policy goals is often exaggerated. Although supreme courts are not without significant influence, their power is constituted and thus also limited by their countries’ particular political, social, and economic structures. Nonetheless, the conditions favoring active policy intervention by supreme courts show no signs of abating, and scholarly attention to them is likely to increase.

1. Institutional Structure

1.1 The Main Types

Supreme courts take a wide variety of forms, and are related to other political institutions in a wide variety of ways, but nonetheless fall within two main types reflecting the broad division between the common law and civil law traditions (see Legal Systems, Classification of, Common Law, Civil Law). In common-law countries, a single national supreme court has general jurisdiction over a wide range of cases in virtually all areas of the law arising in lower courts. These courts are frankly recognized as law-making bodies (through their development of case law), and traditionally have been valued for their roles in checking executive discretion and lending coherence and consistency to their country’s caselaw. They exercise these roles almost exclusively in cases arising out of concrete disputes between two or more parties; the losing party in a lower court may appeal the decision to a superior court, and a small proportion of these appeals ultimately reaches the country’s supreme court where review, in theory, is confined to disputes over law (and not facts) (see Appeals: Legal). This model is found today in countries throughout the former British empire, particularly in the United States, Canada, Australia, India, and in Africa, particularly Ghana, Kenya, Nigeria, as well as South Africa.

In some common-law countries, particularly the USA and countries following its model, the supreme court possesses the power of judicial review to strike down legislation as unconstitutional, but typically only incidentally to resolving disputes between two or more parties (a system known as ‘concrete review’) (see Judicial Review in Law). In other common-law countries—those with parliamentary sovereignty, particularly Britain—the supreme court has no such power but nonetheless exercises relatively broad authority to check administrative discretion. Following the enormous symbolic influence of the US Supreme Court’s attack on racial segregation and its creation of new individual rights in the 1950s and 1960s, some supreme courts in common-law countries, particularly Canada and India, shifted markedly from the British to the American model by increasingly exercising the power of judicial review, particularly in the area of individual rights (Epp 1998; Knopff and Morton 1992). Under the growing influence of European law, even the Appellate Committee of the House of Lords,